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#### Abstract

In this paper, we investigate the solution's existence and uniqueness for a new integro-differential nonlinear Volterra-Chandrasekhar equation. We approximate the solution of this equation by using Nyströme method. The accuracy and efficiency of this method are illustrated in some numerical examples.
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## 1 Introduction

Many physical processes and mathematical models usually lead to integro-differential nonlinear Volterra equations [1, 2]. These equations have attracted the attention of many researchers from the past to the present. In this paper, we study a new integro-differential nonlinear VolterraChandrasekhar equation, defined as follows:

$$
\begin{equation*}
u(t)=f(t)+k_{1}(t, u(t)) \int_{0}^{t} p(t-s) k_{2}\left(s, u(s), u^{\prime}(s)\right) d s, \quad t \in[0,1] \tag{1.1}
\end{equation*}
$$

where $f, p, k_{1}$ and $k_{2}$ are given functions, $u$ is the unknown. This equation type represents a convolution kernel [3].

Recall that the integro-differential nonlinear Volterra equation given by:

$$
\begin{equation*}
u(t)=f(t)+\int_{0}^{t} p(t-s) k_{2}\left(s, u(s), u^{\prime}(s)\right) d s, \quad t \in[0,1] \tag{1.2}
\end{equation*}
$$

is recently studied in $[4,5,6]$. On the other hand, the nonlinear integral equation given by:

$$
\begin{equation*}
u(t)=f(t)+k_{1}(t, u(t)) \int_{0}^{1} k_{2}(t, s, u(s)) d s, \quad t \in[0,1] \tag{1.3}
\end{equation*}
$$

is recently investigated analytically and numerically in $[7,8]$. The last equation (1.3) is known in the literature as the Chandrasekhar quadratic integral equation [9, 10].

In this work, we investigate the equation (1.1) in analytical sense and in numerical sense. We prove that the existence of the solution by using ideas based on the Schauder's fixed point theorem,
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as well as we show the uniqueness by utilizing similar techniques to those used in $[5,6]$, and finally we given an extension new theorem for the solution based on Krasnoselskii's fixed point theorem. Thereafter, In numerical sense we use the Nyström method [11, 12] to approximate the exact solution. Finally, we present a numerical application to show the accuracy of this method.

## 2 The framework

Let $p, k_{1}$ and $k_{2}$ be a real functions such that:

$$
\begin{aligned}
& p:[-1,1] \rightarrow \mathbb{R}, t \mapsto p(t), \\
& k_{1}:[0,1] \times \mathbb{R} \rightarrow \mathbb{R},(t, x) \mapsto k_{1}(t, x), \\
& k_{2}:[0,1] \times \mathbb{R}^{2} \rightarrow \mathbb{R},(s, x, y) \mapsto k_{2}(s, x, y) .
\end{aligned}
$$

We assume that $p, k_{1}$ and $k_{2}$ satisfy the following conditions:
(H1)

$$
\begin{aligned}
& \text { i) } \frac{\partial k_{1}}{\partial t}, \frac{\partial k_{1}}{\partial x} \in \mathcal{C}([0,1] \times \mathbb{R}) \\
& \forall s \in[0,1], \quad k_{2}(s, \cdot, \cdot) \in \mathcal{C}\left(\mathbb{R}^{2}\right) \\
& \text { ii) } p \in \mathcal{C}^{1}([-1,1]), \quad p(0)=0, \\
& \text { iii) } \exists M>0, \forall t, s \in[0,1], \forall x, y \in \mathbb{R}: \\
& \max \left\{\left|k_{1}(t, x)\right|,\left|\frac{\partial k_{1}}{\partial t}(t, x)\right|,\left|\frac{\partial k_{1}}{\partial x}(t, x)\right|,\left|p(t-s) k_{2}(s, x, y)\right|,\left|p^{\prime}(t-s) k_{2}(s, x, y)\right|\right\} \leq M
\end{aligned}
$$

We define the superposition operator $K_{1}$ generated by the function $k_{1}$ (see [13]), given by the formula

$$
K_{1}(u)(t)=k_{1}(t, u(t)), \quad t \in[0,1] .
$$

In what follows, we do not use the monotonicity properties of the superposition operator $K_{1}$ to investigate the solvability of the equation (1.1). However, in [14] the monotonicity properties has been applied to investigate the solvability of the equation (1.3).

For $f \in \mathcal{C}^{1}(0,1)$, we consider again the integro-differential nonlinear Volterra-Chandrasekhar

$$
\begin{equation*}
\forall t \in[0,1], u(t)=k_{1}(t, u(t)) \int_{0}^{t} p(t-s) k_{2}\left(s, u(s), u^{\prime}(s)\right) d s+f(t) \tag{2.1}
\end{equation*}
$$

The natural framework of our solution $u$ is the separable Banach space $\mathcal{C}^{1}([0,1])$. If we derive the two sides of this equation, we obtain for $t \in[0,1]$ :

$$
\begin{align*}
u^{\prime}(t)= & {\left[\frac{\partial k_{1}}{\partial t}(t, u(t))+u^{\prime}(t) \frac{\partial k_{1}}{\partial x}(t, u(t))\right] \int_{0}^{t} p(t-s) k_{2}\left(s, u(s), u^{\prime}(s)\right) d s+} \\
& k_{1}(t, u(t)) \int_{0}^{t} p^{\prime}(t-s) k_{2}(s, u(s), u(s)) d s+f^{\prime}(t) \tag{2.2}
\end{align*}
$$

Our goal is to find conditions that ensure the existence and uniqueness of the solution, then build a numerical technique to approach this solution.

## 3 Analytical study

Let $T_{1}=\frac{1}{1+M^{2}}$, for $f \in \mathcal{C}^{1}([0,1])$ we define the functional $\Phi_{f}$ such that

$$
\forall \xi \in \mathcal{C}^{1}\left(\left[0, T_{1}\right]\right), \forall t \in\left[0, T_{1}\right], \Phi_{f}(\xi)(t)=k_{1}(t, \xi(t)) \int_{a}^{t} p(t-s) k_{2}\left(s, \xi(s), \xi^{\prime}(s)\right) d s+f(t)
$$

We define also the set

$$
\mathcal{F}=\left\{\xi \in \mathcal{C}^{1}\left(\left[0, T_{1}\right]\right): \xi(0)=f(0), \xi^{\prime}(0)=f^{\prime}(0), \max _{t \in\left[0, T_{1}\right]}|\xi(t)| \leq c_{1}, \max _{t \in\left[0, T_{1}\right]}\left|\xi^{\prime}(t)\right| \leq c_{2}\right\}
$$

where

$$
c_{1}=\max _{t \in[0,1]}|f(t)|+M^{2}, \quad c_{2}=\max _{t \in[0,1]}\left|f^{\prime}(t)\right|+M^{2}\left(2+\max _{t \in[0,1]}\left|f^{\prime}(t)\right|\right)
$$

Proposition 3.1. For $f \in \mathcal{C}^{1}([0,1]), \Phi_{f}$ is continuous from $\mathcal{F}$ to $\mathcal{C}^{1}\left(\left[0, T_{1}\right]\right)$.
Proof. Let $\xi \in \mathcal{F}$, it is clear that $\Phi_{f}(\xi)(\cdot)$ is continuous on $\left[0, T_{1}\right]$. In addition, for all $t \in\left[0, T_{1}\right]$ :

$$
\begin{aligned}
\Phi_{f}(\xi)^{\prime}(t)= & {\left[\frac{\partial k_{1}}{\partial t}(t, \xi(t))+\xi^{\prime}(t) \frac{\partial k_{1}}{\partial x}(t, \xi(t))\right] \int_{0}^{t} p(t-s) k_{2}\left(s, \xi(s), \xi^{\prime}(s)\right) d s+} \\
& k_{1}(t, \xi(t)) \int_{0}^{t} p^{\prime}(t-s) k_{2}\left(s, \xi(s), \xi^{\prime}(s)\right) d s+f^{\prime}(t)
\end{aligned}
$$

which is continuous on $\left[0, T_{1}\right]$ and bounded.
Let $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ a sequence in $\mathcal{F}$ converging to $\xi$. Then, for all $t \in\left[0, T_{1}\right]$ :

$$
\begin{aligned}
\lim _{n \rightarrow+\infty} \Phi_{f}\left(\xi_{n}\right)(t) & =\lim _{n \rightarrow+\infty}\left(k_{1}\left(t, \xi_{n}(t)\right) \int_{a}^{t} p(t-s) k_{2}\left(s, \xi_{n}(s), \xi_{n}^{\prime}(s)\right) d s+f(t)\right) \\
& =\left(k_{1}\left(t, \lim _{n \rightarrow+\infty} \xi_{n}(t)\right) \int_{a}^{t} p(t-s) k_{2}\left(s, \lim _{n \rightarrow+\infty} \xi_{n}(s), \lim _{n \rightarrow+\infty} \xi_{n}^{\prime}(s)\right) d s+f(t)\right) \\
& =\Phi_{f}(\xi)(t) .
\end{aligned}
$$

Q.E.D.

### 3.1 Existence

For the existence of the solution, we add the following condition:

$$
\begin{align*}
& \text { i) } \exists A>0, \forall t \in[0,1], \forall x, \bar{x} \in \mathbb{R}, \quad\left|k_{1}(t, x)-k_{1}(t, \bar{x})\right| \leq A|x-\bar{x}| \\
& \text { ii) } \exists C>0, \forall u \in \mathcal{C}^{1}([0,1]), \forall t, t^{\prime} \in[0,1], \quad\left|\frac{d K_{1}}{d t}(t, u(t))-\frac{d K_{1}}{d t}\left(t^{\prime}, u\left(t^{\prime}\right)\right)\right| \leq C\left|t-t^{\prime}\right| . \tag{H2}
\end{align*}
$$

This condition is similar to the assumptions stated in $[7,8]$.
Theorem 3.2. Eq. (2.1) defined on $\left[0, T_{1}\right]$ has a solution in $\mathcal{C}^{1}\left(\left[0, T_{1}\right]\right)$.

Proof. It is easy to check that the set $\mathcal{F}$ is closed and convex.
For all $\xi \in F$ we can prove that

$$
\Phi_{f}(\xi)(0)=f(0), \Phi_{f}^{\prime}(\xi)(0)=f^{\prime}(0), \max _{t \in\left[0, T_{1}\right]}\left|\Phi_{f}(\xi)(t)\right| \leq c_{1}
$$

and

$$
\begin{aligned}
\max _{t \in\left[0, T_{1}\right]}\left|\Phi_{f}(\xi)^{\prime}(t)\right| & \leq 2 T_{1} M^{2}+c_{2} M^{2} T_{1}+\max _{t \in[0,1]}\left|f^{\prime}(t)\right| \\
& \leq \frac{1}{1+M^{2}}\left[2 M^{2}+M^{2} c_{2}+\left(1+M^{2}\right) \max _{t \in[0,1]}\left|f^{\prime}(t)\right|\right]=c_{2}
\end{aligned}
$$

Then, $\Phi_{f}(\mathcal{F}) \subset \mathcal{F}$. Furthermore, $\Phi_{f}$ is continuos on $\mathcal{F}$ (see proposition 3.1). Consecutively, for $\xi \in F$ and for all $t, t^{\prime} \in\left[0, T_{1}\right]:$

$$
\begin{aligned}
& \left|\Phi_{f}(\xi)(t)-\Phi_{f}(\xi)\left(t^{\prime}\right)\right| \leq\left|k_{1}\left(t^{\prime}, \xi\left(t^{\prime}\right)\right)\right| \int_{t}^{t^{\prime}}\left|p(t-s) k_{2}\left(s, \xi(s), \xi^{\prime}(s)\right)\right| d s+ \\
& +\int_{0}^{t}\left|p(t-s) k_{2}\left(s, \xi(s), \xi^{\prime}(s)\right)\right| d s\left|k_{1}(t, \xi(t))-k_{1}\left(t^{\prime}, \xi\left(t^{\prime}\right)\right)\right|+\max _{t \in[0,1]}\left|f^{\prime}(t)\right|\left|t-t^{\prime}\right| \\
& \leq\left(M^{2}+\max _{t \in[0,1]}\left|f^{\prime}(t)\right|\right)\left|t-t^{\prime}\right|+M\left|k_{1}(t, \xi(t))-k_{1}\left(t, \xi\left(t^{\prime}\right)\right)\right|+M\left|k_{1}\left(t, \xi\left(t^{\prime}\right)\right)-k_{1}\left(t^{\prime}, \xi\left(t^{\prime}\right)\right)\right| \\
& \leq\left(M^{2}+\max _{t \in[0,1]}\left|f^{\prime}(t)\right|\right)\left|t-t^{\prime}\right|+A M\left|\xi(t)-\xi\left(t^{\prime}\right)\right|+M \max _{s \in[0,1]}\left\{\left|\frac{\partial k_{1}}{\partial t}(s, \xi(s))\right|\right\}\left|t-t^{\prime}\right| \\
& \leq\left(2 M^{2}+\max _{t \in[0,1]}\left|f^{\prime}(t)\right|\right)\left|t-t^{\prime}\right|+A M \max _{t \in\left[0, T_{1}\right]}\left|\xi^{\prime}(t)\right|\left|t-t^{\prime}\right| \\
& \leq\left(2 M^{2}+A M c_{2}+\max _{t \in[0,1]}\left|f^{\prime}(t)\right|\right)\left|t-t^{\prime}\right| .
\end{aligned}
$$

Further, we can find similarly that

$$
\left|\Phi_{f}(\xi)(t)-\Phi_{f}(\xi)\left(t^{\prime}\right)\right| \leq C_{1}\left|t-t^{\prime}\right|
$$

where $C_{1}$ is a positive constant. Thus, using Schauder's theorem, we obtain that $\Phi_{f}$ has a fixed point in $\mathcal{F}$.
Q.E.D.

### 3.2 Uniqueness

We add the following conditions:

$$
\begin{align*}
& \exists B, \bar{B}, D, \bar{D} \in \mathbb{R}_{+}, \forall x, \bar{x}, y, \bar{y} \in \mathbb{R}, \forall t, s \in[0,1] \\
\text { i) } \quad & \left|k_{2}(s, x, y)-k_{2}(s, \bar{x}, \bar{y})\right| \leq B|x-\bar{x}|+\bar{B}|y-\bar{y}|, \\
\text { ii) } \quad & \left|\frac{\partial k_{1}}{\partial x}(t, x)-\frac{\partial k_{1}}{\partial x}(t, \bar{x})\right| \leq D|x-\bar{x}|,  \tag{H3}\\
\text { iii) } \quad & \left|\frac{\partial k_{1}}{\partial t}(t, x)-\frac{\partial k_{1}}{\partial t}(t, \bar{x})\right| \leq \bar{D}|x-\bar{x}| .
\end{align*}
$$

These conditions are also similar to assumptions stated in $[4,5,6,7,8]$ to obtain the uniqueness of the equations (1.2) and (1.3).

To show the uniqueness, we need an intermediate result.

Lemma 3.3. If $\varphi$ is a continuous positive function on $[a, b]$, which verifies

$$
\exists p>0, \forall t \in[a, b], \varphi(t) \leq p \int_{a}^{t} \varphi(s) d s
$$

Then, $\varphi=0$.
Proof. There exists $\mu>0$ such that

$$
\forall t \in[a, b], \varphi(t) \leq \mu
$$

Then,

$$
\varphi(t) \leq p \mu \int_{a}^{t} d s=p \mu(t-a)
$$

On the other hand, we have

$$
\varphi(t) \leq p \int_{a}^{t} \varphi(s) d s
$$

Therefore,

$$
\varphi(t) \leq p^{2} \mu \int_{a}^{t}(s-a)^{2} d s=p^{2} \mu \frac{(t-a)^{2}}{2}
$$

Repeat $n$ times this operation, we find

$$
\varphi(t) \leq p^{n} \mu \frac{(t-a)^{n}}{n!} \longrightarrow 0, n \rightarrow \infty
$$

Q.E.D.

Consider $\tilde{T}_{1}=\min \left\{T_{1}, \frac{1}{A M+1}\right\}$, the next theorem gives us the uniqueness of the solution of the equation (2.1) on $\left[0, \tilde{T}_{1}\right]$.
Theorem 3.4. The solution of the Eq. (2.1) is unique on $\left[0, \tilde{T}_{1}\right]$.
Proof. Suppose that $u, v \in \mathcal{F}$ are two solutions of the equation (2.1) on $\left[0, \tilde{T}_{1}\right]$.
Set

$$
\gamma(t)=|u(t)-v(t)|+\left|u^{\prime}(t)-v^{\prime}(t)\right|, \quad t \in\left[0, \tilde{T}_{1}\right] .
$$

Using the conditions (H2) and (H3), we can prove that

$$
\begin{gathered}
\left(1-A M \tilde{T}_{1}\right)|u(t)-v(t)| \leq C_{1} \int_{0}^{t} \gamma(s) d s \\
\left(1-M^{2} \tilde{T}_{1}\right)\left|u^{\prime}(t)-v^{\prime}(t)\right| \leq C_{2}|u(t)-v(t)|+C_{3} \int_{0}^{t} \gamma(s) d s
\end{gathered}
$$

where $C_{1}, C_{2}$ and $C_{2}$ are positive constants depending only on $A, B, \bar{B}, D, \bar{D}$ and $M$. Therefore, there exists $p>0$ such that

$$
\forall t \in\left[0, \tilde{T}_{1}\right], \quad \gamma(t) \leq p \int_{0}^{t} \gamma(s) d s
$$

Using the previous lemma, we obtain: $u=v$.
Q.E.D.

### 3.3 Extension of the solution

In the previous subsections, we showed that the equation (2.1) on $\left[0, \tilde{T}_{1}\right]$ has a unique solution. in what follows, we prove that this solution can be extended on $[0,1]$.

Let $u_{1}$ denoted the solution of the equation (2.1) on $\left[0, \tilde{T}_{1}\right]$. Let $\tilde{T}_{2}>\tilde{T}_{1}$ such that $\tilde{T}_{2}-\tilde{T}_{1}=d$. For all $t \in\left[\tilde{T}_{1}, \tilde{T}_{2}\right]$, we set the function $u_{2}$ satisfies the following equation:

$$
\begin{align*}
u_{2}(t)= & k_{1}\left(t, u_{2}(t)\right) \int_{\tilde{T}_{1}}^{t} p(t-s) k_{2}\left(s, u_{2}(s), u_{2}^{\prime}(s)\right) d s+f(t)  \tag{3.1}\\
& +k_{1}\left(t, u_{2}(t)\right) \int_{0}^{\tilde{T}_{1}} p(t-s) k_{2}\left(s, u_{1}(s), u_{1}^{\prime}(s)\right) d s
\end{align*}
$$

If $u_{2}$ is the unique solution of the equation (3.1), then the equation (2.1) has a unique solution $u$ on $\left[0, \tilde{T}_{2}\right]$ given by:

$$
u(t)=\left\{\begin{array}{cc}
u_{1}(t) \quad 0 \leq t \leq \tilde{T}_{1} \\
u_{2}(t) \quad \tilde{T}_{1}<t \leq \tilde{T}_{2}
\end{array}\right.
$$

However, to prove that the equation (3.1) has a unique solution, we assume in addition to (H2) that:

$$
\begin{aligned}
& \text { i) } \exists A>0, \forall t \in[0,1], \forall x, \bar{x} \in \mathbb{R}:\left|k_{1}(t, x)-k_{1}(t, \bar{x})\right| \leq A|x-\bar{x}| . \\
& \text { ii) } A<1 \text {. }
\end{aligned}
$$

$\left(H^{\prime} 2\right)$

Theorem 3.5. Eq. (3.1) has solution on $\left[\tilde{T}_{1}, \tilde{T}_{2}\right]$.
Proof. Let $u \in \mathcal{C}^{1}\left(\left[\tilde{T}_{1}, \tilde{T}_{2}\right]\right)$, we define the operators $S$ and $T$ by the relations:

$$
\begin{gather*}
S(u)(t)=k_{1}(t, u(t)) \int_{\tilde{T}_{1}}^{t} p(t-s) k_{2}\left(s, u(s), u^{\prime}(s)\right) d s+f(t),  \tag{3.2}\\
T(u)(t)=k_{1}(t, u(t)) \int_{0}^{\tilde{T}_{1}} p(t-s) k_{2}\left(s, u_{1}(s), u_{1}^{\prime}(s)\right) d s \tag{3.3}
\end{gather*}
$$

If $d=\tilde{T}_{1}$, then by using the same technics as in the previous sections, the operator $S$ has fixed point based on Schauder's fixed point theorem. On the other Side, the operator $T$ is a contraction on $\mathcal{C}^{1}\left(\left[\tilde{T}_{1}, \tilde{T}_{2}\right]\right)$. For all $u, v \in \mathcal{C}^{1}\left(\left[\tilde{T}_{1}, \tilde{T}_{2}\right]\right)$, for $t \in\left[\tilde{T}_{1}, \tilde{T}_{2}\right]$ :

$$
\begin{aligned}
|T(u)(t)-T(v)(t)| & \leq \int_{0}^{\tilde{T}_{1}}\left|p(t-s) k_{2}\left(s, u_{1}(s), u_{1}^{\prime}(s)\right)\right| d s\left|k_{1}(t, u(t))-k_{1}(t, v(t))\right| \\
& \leq \tilde{T}_{1} M^{2} A|u(t)-v(t)| \\
& \leq A|u(t)-v(t)|
\end{aligned}
$$

Furthermore, for all $u, v \in \mathcal{C}^{1}\left(\left[\tilde{T}_{1}, \tilde{T}_{2}\right]\right)$, we have $S(u)+T(v) \in \mathcal{M}$ where the set $\mathcal{M}$ is:

$$
\mathcal{M}=\left\{u \in \mathcal{C}^{1}\left(\left[\tilde{T}_{1}, \tilde{T}_{2}\right]\right):|u(t)| \leq 2 \tilde{T}_{1} M^{3}+\max |f|\right\}
$$

So, according to Krasnoselskii's fixed point theorem the equation $u=S(u)+T(u)$ has a fixed point $u_{2}$ in $\mathcal{C}^{1}\left(\left[\tilde{T}_{1}, \tilde{T}_{2}\right]\right)$.

## 4 Numerical study

Under the conditions $(H 1),(H 2),\left(H^{\prime} 2\right)$ and $(H 3)$, we have shown that the Eq. (2.1) has a unique solution in $\mathcal{C}^{1}([0,1])$. In this section, we will present a numerical method based on the numerical integration to approximate the solution. This numerical integration method is called Nyströme method (see [11, 12]).

Let $N \in \mathbb{N}$, on the interval $[0,1]$, we define the subdivision:

$$
t_{j}=j h, h=\frac{1}{N}, 0 \leq j \leq N
$$

The numerical integration formula is given by:

$$
\begin{equation*}
\int_{0}^{1} \xi(t) \simeq h \sum_{i=0}^{N} w_{i} \xi\left(t_{i}\right) \tag{4.1}
\end{equation*}
$$

where, $w_{i}$ are real number verifying

$$
W=\sup _{N \in \mathbb{N}} \sum_{i=0}^{N}\left|w_{i}\right|<\infty
$$

Using this quadrature method on the Eqs. (2.1) and (2.2), we obtain the following system

$$
\begin{align*}
U_{0}= & f(0), \\
V_{0}= & f^{\prime}(0), \\
U_{n}= & f\left(t_{n}\right)+h k_{1}\left(t_{n}, U_{n}\right) \sum_{i=0}^{n-1} w_{i} p\left(t_{n}-t_{i}\right) k_{2}\left(t_{i}, U_{i}, V_{i}\right), \\
V_{n}= & f^{\prime}\left(t_{n}\right)+\left[\frac{\partial k_{1}}{\partial t}\left(t_{n}, U_{n}\right)+V_{n} \frac{\partial k_{1}}{\partial x}\left(t_{n}, U_{n}\right)\right] h \sum_{i=0}^{n-1} w_{i} p\left(t_{n}-t_{i}\right) k_{2}\left(t_{i}, U_{i}, V_{i}\right)  \tag{4.2}\\
& \quad+h k_{1}\left(t_{n}, U_{n}\right) \sum_{i=0}^{n} w_{i} p^{\prime}\left(t_{n}-t_{i}\right) k_{2}\left(t_{i}, U_{i}, V_{i}\right) .
\end{align*}
$$

where, $U_{n}$ approaches $u\left(t_{n}\right)$ and $V_{n}$ approaches $u^{\prime}\left(t_{n}\right)$ for $0 \leq n \leq N$.

### 4.1 System study

Theorem 4.1. For $h$ sufficiently small, the system (4.2) has a unique solution.
Proof. Suppose that the space $\mathbb{R}^{2}$ has the following norm:

$$
\forall\binom{X}{Y} \in \mathbb{R}^{2}, \quad\left\|\binom{X}{Y}\right\|_{1}=|X|+|Y| .
$$

For all $n \geq 1$, we set:

$$
\Psi_{n}\binom{X}{Y}:=\left(\begin{array}{l}
f\left(t_{n}\right)+h \alpha_{n-1} k_{1}\left(t_{n}, X\right) \\
f^{\prime}\left(t_{n}\right)+h \alpha_{n-1}\left[\frac{\partial k_{1}}{\partial t}\left(t_{n}, X\right)+Y \frac{\partial k_{1}}{\partial x}\left(t_{n}, X\right)\right]+h p^{\prime}(0) k_{1}\left(t_{n}, X\right) k_{2}\left(t_{n}, X, Y\right)+h \beta_{n-1} k_{1}\left(t_{n}, X\right) .
\end{array}\right.
$$

where,

$$
\begin{aligned}
& \alpha_{n-1}=\sum_{\substack{i=0 \\
n-1}} w_{i} p\left(t_{n}-t_{i}\right) k_{2}\left(t_{i}, U_{i}, V_{i}\right) \\
& \beta_{n-1}=\sum_{i=0}^{n-1} w_{i} p^{\prime}\left(t_{n}-t_{i}\right) k_{2}\left(t_{i}, U_{i}, V_{i}\right)
\end{aligned}
$$

Under the conditions $(H 1)-(H 3)$, we get:

$$
\forall\binom{X}{Y},\binom{X^{\prime}}{Y^{\prime}} \in \mathbb{R}^{2},\left\|\Psi_{n}\binom{X}{Y}-\Psi_{n}\binom{X^{\prime}}{Y^{\prime}}\right\| \leq h C\left\|\binom{X}{Y}-\binom{X^{\prime}}{Y^{\prime}}\right\|_{2}
$$

where, $C$ is a positive constant. Then, for $h$ sufficiently small, by using Banach's theorem, we obtain the result.
Q.E.D.

### 4.2 Error analysis

In this section, we will show that the approximate solutions constructed in the previous section converge to the exact solutions of the Eqs (2.1) and (2.2). For this, we define for all $n \in \mathbb{N}$

$$
\varepsilon_{n}:=\left|U_{n}-u\left(t_{n}\right)\right|+\left|V_{n}-u^{\prime}\left(t_{n}\right)\right| .
$$

We say that the method presented by the system (4.2) is convergent, if

$$
\lim _{h \rightarrow 0}\left(\max _{0 \leq n \leq N} \varepsilon_{n}\right)=0
$$

Let $\xi \in \mathcal{C}^{1}([0,1])$, for $n \in \mathbb{N}$, we define the local consistency error as:

$$
\begin{aligned}
\delta\left(h, t_{n}\right)= & \left|\int_{0}^{t_{n}} p\left(t_{n}-s\right) K_{2}\left(s, \xi(s), \xi^{\prime}(s)\right) d s-h \sum_{i=0}^{n-1} w_{i} p\left(t_{n}-t_{i}\right) K_{2}\left(t_{i}, \xi\left(t_{i}\right), \xi^{\prime}\left(t_{i}\right)\right)\right| \\
& +\left|\int_{0}^{t_{n}} p^{\prime}\left(t_{n}-s\right) K_{2}\left(s, \xi(s), \xi^{\prime}(s)\right) d s-h \sum_{i=0}^{n} w_{i} p^{\prime}\left(t_{n}-t_{i}\right) K_{2}\left(t_{i}, \xi\left(t_{i}\right), \xi^{\prime}\left(t_{i}\right)\right)\right| .
\end{aligned}
$$

We say that the approximation method (4.2) is consistent with the equations (2.1) and (2.2), if

$$
\forall \xi \in \mathcal{C}^{1}([0,1]), \quad \lim _{h \rightarrow 0}\left(\max _{0 \leq n \leq N} \delta\left(h, t_{n}\right)\right)=0
$$

The next lemma is intermediate result using to prove that the method presented in (4.2) is convergente.

Lemma 4.2. Let $a_{0}, a_{1}, \ldots$ satisfy

$$
\left|a_{n}\right| \leq A \sum_{i=0}^{n-1}\left|a_{i}\right|+B
$$

where $A>0, B>0$. Then

$$
\left|a_{n}\right| \leq(1+A)^{n-1}\left(B+A\left|a_{0}\right|\right)
$$

Proof. The result is easily establish with an inductive argument.
Q.E.D.

Theorem 4.3. If the approximation method given by (4.2) is said to be consistent with (2.1) and (2.2). Then

$$
\lim _{h \rightarrow 0}\left(\max _{0 \leq n \leq N} \varepsilon_{n}\right)=0
$$

Proof. For $n \geq 1$, we get

$$
\left|U_{n}-u\left(t_{n}\right)\right| \leq M \delta\left(h, t_{n}\right)+h M A W\left|U_{n}-u\left(t_{n}\right)\right|+h M^{2} W \max \{B, \bar{B}\} \sum_{j=0}^{n-1} \varepsilon_{j}
$$

Then, we evaluate the difference $\left|V_{n}-u^{\prime}\left(t_{n}\right)\right|$, to find for all $h$ small enough,

$$
\varepsilon_{n} \leq a(h)+b(h) \sum_{j=0}^{n-1} \varepsilon_{j}
$$

where

$$
\left\{\begin{array}{l}
a(h)=M(3+L) \delta\left(h, t_{n}\right) \\
b(h)=h(3+L) M^{2} W \max \{B, \bar{B}\} \\
\alpha=1-h \max \left\{M W(2 A+D+\bar{D}+1), 4 M^{2} W\right\}
\end{array}\right.
$$

Using the lemma 4.2, we get

$$
\begin{aligned}
\varepsilon_{n} \leq & \frac{1}{\alpha}\left(1+\frac{h(3+L) M^{2} W \max \{B, \bar{B}\}}{\alpha}\right)^{n-1} \times \\
& \left(M(3+L) \max _{0 \leq i \leq n} \delta\left(h, t_{i}\right)+h(3+L) M^{2} W \max \{B, \bar{B}\} \varepsilon_{0}\right)
\end{aligned}
$$

But,

$$
\left(1+\frac{h(3+L) M^{2} W \max \{B, \bar{B}\}}{\alpha}\right)^{n-1} \leq\left(1+\frac{(3+L) M^{2} W \max \{B, \bar{B}\}}{N \alpha}\right)^{N}
$$

and

$$
\lim _{N \rightarrow+\infty}\left(1+\frac{(3+L) M^{2} W \max \{B, \bar{B}\}}{N \alpha}\right)^{N}<\infty .
$$

Thus, there exists $\theta>0$ such that:

$$
\forall N \in \mathbb{N}, \max _{1 \leq n \leq N} \frac{1}{\alpha}\left(1+\frac{h(3+L) M^{2} W \max \{B, \bar{B}\}}{\alpha}\right)^{n-1} \leq \theta
$$

And the desired result is obtained.
Q.E.D.

Table 1. The numerical results for Eq. (5.1)

| N | $\max _{0 \leq i \leq N}\left\|U_{i}-u\left(t_{i}\right)\right\|$ | $\max _{0 \leq i \leq N}\left\|V_{i}-u^{\prime}\left(t_{i}\right)\right\|$ |
| :--- | :---: | :---: |
| 10 | $4.0000 \mathrm{E}-03$ | $3.7000 \mathrm{E}-03$ |
| 50 | $7.9528 \mathrm{E}-04$ | $7.3317 \mathrm{E}-04$ |
| 100 | $3.9793 \mathrm{E}-04$ | $3.6633 \mathrm{E}-04$ |
| 200 | $1.9904 \mathrm{E}-04$ | $1.8317 \mathrm{E}-04$ |
| 500 | $7.9635 \mathrm{E}-05$ | $7.3253 \mathrm{E}-05$ |
| 1000 | $3.9821 \mathrm{E}-05$ | $3.6624 \mathrm{E}-05$ |
| 1500 | $2.6548 \mathrm{E}-05$ | $2.4416 \mathrm{E}-05$ |

## 5 Numerical result

We use the trapezoidal method since it guarantees that the approximation method given by (4.2) is consistent with the Eqs (2.1) and (2.2).

The terms $U_{n}$ and $V_{n}$ will not be exactly calculated. They will be approached using Banach's iteration method with a stopping criteria of type

$$
\left\|X_{\text {new }}-X_{o l d}\right\| \leq \frac{1}{10 N}
$$

Example 1: We choose the following equations

$$
\begin{equation*}
u(t)=\frac{t}{1+u^{2}(t)} \int_{0}^{t} \frac{(t-s)}{5+\left(u(s)+u^{\prime}(s)\right)^{2}} d s+f(t), \quad t \in[0,1] \tag{5.1}
\end{equation*}
$$

The functions $K_{1}(t, x)=\frac{t}{1+x^{2}}, K_{2}(s, x, y)=\frac{1}{5+(x+y)^{2}}$ and $p(s)=s$ satisfy the assumptions (H1), $(H 2)$ and (H3) with the constants:

$$
M=2, \quad A, B, \bar{B}, D, \bar{D} \leq 3 .
$$

If we take:

$$
\begin{gathered}
f(t)=t+\left[t \left(\frac{\log \left(t^{2}+2 t+6\right)}{2}-\frac{\log (6)}{2}+\frac{1}{5}\left(5^{\frac{1}{2}}\left(\arctan \left(5^{\frac{-1}{2}}\right)-\arctan \left(\frac{\left(5^{\frac{1}{2}} t\right)}{5}+5^{\frac{-1}{2}}\right)\right)\right)+\right.\right. \\
\left.\left.\left(5^{\frac{1}{2}} t\left(\arctan \left(5^{\frac{-1}{2}}\right)-\arctan \left(\left(5^{\frac{1}{2}} t\right) \frac{1}{5}+5^{\frac{-1}{2}}\right)\right)\right) \frac{1}{5}\right)\right] \frac{1}{t^{2}+1}
\end{gathered}
$$

Then, we get $u(t)=t$.

## 6 Conclusion

We have built assumptions that guarantee solution's existence and uniqueness for a generalized integro-differential nonlinear Volterra equation. Developed numerical example shows the effectiveness of the Nyström method used to approximate the solution of this equation. As perspective, we will study the case where the kernel is weakly singular using different method as in $[15,16]$.
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